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ABSTRACT 

The hippocampus plays a key role in learning and memory. The dentate gyrus (DG) serves as a 

gateway to the hippocampus, filtering and processing incoming afferent information from the cortex 

and passing output to other hippocampal areas. The DG comprises a heterogeneous population of 

neurons. Among them, granule cells (GCs), the largest neuronal population of the DG, are under tight 

inhibitory control by various types of GABAergic interneurons (INs) and thus display a high 

activation threshold. However, the causal link between identified GABAergic INs and GC activation 

in response to afferent activity from entorhinal inputs remains unknown. Here we show that 

pharmacological GABAA receptor blockade not only greatly enhances the sensitivity of GCs to 

afferent inputs, but also recruits a subset of non-spiking GCs. Analysis of input threshold and spike 

timing of various types of GABAergic INs suggests that feedforward inhibition originating from 

somatic INs and molecular layer INs limits the dynamic range of input processing. Using cell type-

specific optogenetic silencing, we found that parvalbumin-expressing (PV+) INs primarily suppress 

the population response of GCs to single-shock stimulation of cortical input. By contrast, PV+ and 

somatostatin-expressing (SST+) INs differentially regulate GC dynamics in response to θ and γ 

frequency inputs. Notably, PV+ INs control the onset of the spike series, whereas SST+ INs regulate 

the late spikes in the series. Together, these results demonstrate that specific types of GABAergic INs 

differentially regulate GC input transformations in response to different cortical input patterns.  



 

iii 
 

中文摘要 

海馬迴在學習與記憶上扮演著很關鍵的角色。而齒狀回就如同海馬迴的閘門，它負責過濾且

處理從大腦皮質傳來的訊息，再將其傳遞至海馬迴其他的區域。齒狀迴是一個由許多不同種

類的神經元所混雜組成的神經族群。而在這些神經元中，為數最多的顆粒細胞受到各種聯絡

神經元嚴密的抑制性調控，因此具有很高的活化閾值。然而，對於目前已知的特定種類分泌

伽瑪基丁酸的聯絡神經元在顆粒細胞被內嗅皮質傳來的訊息所活化時如何進行調控現在還不

清楚。我們在此呈現的是以藥理學的方式將 A 型伽瑪基丁酸受器阻塞後，不只能大幅提升顆

粒細胞對上游輸入的訊息的敏銳度，還能使多數在一般情況不產生動作電位的顆粒細胞被激

活。從對齒狀回中各種分泌伽瑪基丁酸的聯絡神經元的輸入強度閾值及產生動作電位的時間

點加以分析的結果可推測出，來自於針對細胞本體的聯絡神經元及分子層聯絡神經元的前饋

抑制侷限了顆粒細胞所能處理上游輸入訊息的強度的動態範圍。利用針對特定種類細胞的光

遺傳學活性抑制技術，我們發現表現小清蛋白的聯絡神經元是主要壓抑顆粒細胞對大腦皮質

傳來的單一訊息所產生的群體反應的聯絡神經元。而相較之下，表現小清蛋白的聯絡神經元

和表現生長激素抑制素的聯絡神經元會分別對顆粒細胞能處理西塔和伽瑪頻率的訊息輸入的

動態範圍進行不同的調控。值得一提的是，表現小清蛋白的聯絡神經元負責調控一連串動作

電位的開端，而表現生長激素抑制素的聯絡神經元則是負責調控一連串動作電位的後半段。

總結來說，這些研究結果顯示出特定種類的聯絡神經元會對顆粒細胞在針對從大腦皮質傳來

不同型式的訊息做訊息處理轉換時分別進行不同的調控。 
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ABBREVIATIONS 

AAC: axo-axonic cell 

ACSF: artificial cerebral-spinal fluid 

AP: action potential 

BC: basket cell 

DG: dentate gyrus 

EC: entorhinal cortex 

eNpHR: enhanced halorhodopsin 

EPSC: excitatory postsynaptic current 

EPSGT: threshold excitatory postsynaptic conductance 

fEPSP: field excitatory postsynaptic potential 

GABA: -aminobutyric acid 

GAD: glutamic acid decarboxylase 

GC: granule cell 

GCL: granule cell layer 

HICAP: hilar commissural/association pathway-related 

HIPP: hilar perforant pathway-related 

IML: inner molecular layer 

IN: interneuron 
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IPSC: inhibitory postsynaptic current 

IPSGT: threshold inhibitory postsynaptic conductance 

LPP: lateral perforant pathway 

MC: mossy cell 

MLIN: molecular layer interneuron 

MML: medial molecular layer 

MOPP: molecular layer perforant pathway associated 

MPP: medial perforant pathway 

NGFC: neurogliaform cell 

NS: non-spiking 

OML: outer molecular layer 

PC: pyramidal cell 

PP: perforant pathway 

pSpike: population spike 

PV: parvalbumin 

RMP: resting membrane potential 

S: spiking 

SST: somatostatin 

TML: total molecular layer 
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INTRODUCTION 

The Hippocampus 

In 1564, Julius Caesar Aranzi, a Venetian anatomist, discovered a well laminated structure lying deep 

in the medial temporal lobes in the human brain and gave it a beautiful name according to its 

morphology, the “hippocampus”, which means the “seahorse” in Latin and originates from ancient 

Greek, ἵππος, "horse" and κάμπος, "sea monster". After that, the biologists found the same brain 

structures in other primates, mammals, or even birds successively (West 1990; Colombo and 

Broadbent 2000). In fact, evidence comes from neuroanatomical studies suggested that although the 

forebrain of vertebrates shows great variation in morphology, it still conserves a highly specialized 

structure, the hippocampus in birds and mammals or its homologue, the medial pallium in reptiles 

(Rodriguez et al. 2002). Furthermore, recent studies showed that either the hippocampus or medial 

pallium is likely an evolution of the pallial areas in the brain of teleost fish (Portavella et al. 2002; 

Jacobs 2003; Broglio et al. 2005; Vargas et al. 2006). No matter the hippocampus or medial pallium, 

although they come from various types of species, they are all critical for a basic survival requirement, 

the ability to encode spatial information and form cognitive representations of the environment 

(Rodriguez et al. 2002). However, with the progress of the evolution and changes of the environment, 

the cognitive functions of hippocampus become more and more complicated.  

The earliest idea of hippocampal function in the mammals’ brain is about olfaction. It results 

from the anatomical studies about the projections of the hippocampus, lateral entorhinal cortex, and 
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olfactory bulb (van Groen and Wyss 1990). However, only a few specialists now believe that olfaction 

is the primary function of the hippocampus (Eichenbaum et al. 1991). Recently, there are two main 

thoughts about the hippocampal functions in mammals. The first one is called the Declarative Theory. 

This theory is mostly based on the pathological studies about patients with hippocampal damage. The 

most famous clinical report is about patient Henry Molaison (Patient H.M.; Scoville and Milner 1957). 

He received a surgery to remove bilateral hippocampus and most of entorhinal cortex in order to relief 

epileptic seizures. After that, although his epilepsy is under control, he suffered from severe 

anterograde and partial retrograde amnesia, especially in explicit memory, but his working memory 

and procedural memory remained intact. It is now widely accepted that the hippocampus play an 

important role in memory. The second theory is about spatial recognition. This theory is established 

by O’Keefe and Nadel and first supported by their study in 1971 (O’Keefe and Nadel 1978). In that 

study, O’Keefe and Dostrovsky discovered that principal neurons in the rat hippocampus show 

activities highly correlated to the rat’s location within its environment (O’Keeve and Dostrovsky 

1971). However, evidence for “place cells” in primates is relatively poor, probably due to the technical 

difficulties in recording brain activity form freely moving monkeys or human. Nevertheless, the same 

as the memory theory, it is now generally agreed that the hippocampus plays an important role in 

spatial coding. 

Anatomical studies showed that, in mammals, the hippocampus receives signal inputs mainly 

coming from the entorhinal cortex (EC) and sends outputs back to the EC and other cortical areas 



 

5 
 

including prefrontal cortex (Amaral and Lavenex 2006). In addition to the EC, the hippocampus also 

receives modulatory inputs from the cholinergic neurons in the medial septal area, from the serotonin, 

norepinephrine, and dopamine systems (Amaral and Lavenex 2006). Since the hippocampus exhibits 

long, curved form across all mammalian orders, different regions along the longitudinal axis have 

different connectivities with cortical and subcortical areas and may also have distinct functions. Early 

lesion studies suggest that the dorsal (or posterior) hippocampus is associated to memory and spatial 

navigation, in contrast, the ventral (or anterior) hippocampus plays an important role in anxiety-

related behaviors (Nadel 1968; Moser et al. 1993). However, accumulative evidence comes from gene 

expression studies, together with anatomical and electrophysiological studies indicate that there are 

functional long-axis gradients superimposed on discrete functional domains (Strange et al. 2014).  

The hippocampus is composed by two main regions, the dentate gyrus (DG) and the Cornu 

Ammonis (CA; including CA1 to CA4). The central circuit in the hippocampus is called the 

trisynaptic circuit, which is initially described by the neuroanatomist Santiago Ramon y Cajal and is 

made up of DG granule cells (GCs), CA3 pyramidal cells (PCs) and CA1 PCs (Cajal 1893; Andersen 

et al. 1971 and 1975). The first synapse is formed by the axons from layer 2 of the EC (performant 

pathway; PP) and the dendrites of DG GCs. The second synapse is composed of the mossy fibers, 

axons of DG GCs, and the proximal dendrites of CA3 PCs. The third synapse is made of schaffer 

collaterals, axon fibers from CA3 PCs, and dendrites of CA1 PCs. In addition to the trisynaptic circuit, 

there are some excitatory circuits also critical for hippocampal functions, for example, PP from layer 



 

6 
 

2 of the EC to CA3, PP from layer 3 of the EC to CA1, CA1 to subiculum, and feedback loop in the 

DG composed of SGC, GC, and hilar mossy cells (Larimer and Strowbridge 2010). 

Because of the highly laminated structure and well organized arrangement of different types of 

neurons, the hippocampus is an excellent model system for studying neurophysiology such as 

synaptic transmission, synaptic plasticity, and intrinsic properties. Besides, in some common 

neurodegenerative disease and neurological disorders, for example, Alzheimer’s disease, 

Huntington’s disease, and temporal lobe epilepsy, the hippocampus is one of the most vulnerable 

brain regions and may play an important role in pathological process in these patients (Ransome et 

al. 2012; Moodley and Chan 2014). As a result, the hippocampus is a popular brain area for examining 

the pathogenic mechanisms or treatment strategies of these disease. 

The Dentate Gyrus 

Being the first relay station of the trisynaptic loop in the hippocampus, the DG serves as the gate 

keeper of the hippocampus. The dentate GCs receive massive inputs from layer 2 PCs of the EC and 

send rare but highly precise outputs to CA3 PCs (Acsády and Káli 2007). According to early 

anatomical studies, the DG performs a well laminated structure (Amaral et al. 2007). There are three 

layers, hilus, GC layer (GCL), and molecular layer (ML), from inside to outside of the DG (Cajal 

1893). GCL is the primary location of the soma of principal excitatory neurons (GCs) in the DG. ML 

is where the apical dendrites of the GCs locate and where the first long-term potentiation has been 
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discovered (Bliss and Lomo 1973). In detail, ML can be divided into three parts, inner molecular 

layer (IML), medial molecular layer (MML) and outer molecular layer (OML). In general, IML 

represents the area that is covered by the axon fibers of hilar mossy cells (MCs) called 

commissural/associational pathway, and it is usually no more than 50 m distant from GCL. In the 

middle third of ML, MML is mostly arborized by the axons from layer 2 PCs of medial EC called 

medial PP (MPP). Correspondingly, OML is about outer third of ML and occupied by lateral PP (LPP), 

axon fibers from layer 2 PCs of lateral EC. In the other side of GCL, hilus is not just the region that 

mossy fibers, the axons of GCs, pass through but also the location of cell bodies of hilar MCs and 

hilar INs. 

The DG has two very unique properties compared to other brain areas. First, it is one of the only 

two regions existing adult neurogenesis in mammalian brains, even in the adult human brains there 

are more than 1400 new born GCs delivering to the DG everyday (Altman et al. 1965; Eriksson et al. 

1998; Spalding et al. 2013). Although some evidence indicates that new born GCs may participate 

into preexisting DG circuits and have relatively high excitability to enforce synaptic transmission or 

synaptic plasticity, the exact physiological functions of these adult born GCs remain largely unknown 

(van Praag et al. 2002; Schmidt-Hieber et al. 2004; Marín Burgin et al. 2012). To examine the role of 

adult neurogenesis in cognitive functions, neuroscientists ablated the ability of neurogenesis in adult 

rodent brains and performed the behavioral tests, they found that ablated animals showed poor 

performance in pattern separation, spatial learning, and contextual fear conditioning, or vice versa 
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(Deng et al. 2010; Sahay et al. 2011; Denny et al. 2012). In addition, the first study using in vivo 

optogenetic manipulation of new born GCs showed that only silencing of 4-week-old adult born GCs 

during recall trials impaired spatial memories and contextual fear memories (Gu et al. 2012). However, 

more work needs to be done for understanding how new born GCs affect these cognitive functions. 

Second, only a little portion of GCs can be activated simultaneously by cortical inputs, which is called 

sparse coding (Chawla et al. 2005; Leutgeb et al. 2007; Tashiro et al. 2007; Alme et al. 2010). This 

unique coding scheme is considered to amplify small difference of upstream signals from the EC and 

send more distinguishable signals to the downstream CA3 region, and it is benefit for certain 

cognitive functions such as pattern separation (Aimone et al. 2011). The sparse coding predominately 

results from extremely passive membrane properties of the dendrites and somas in the DG GCs and 

powerful feedforward/feedback inhibitory circuits in the DG (Nitz and McNaughton 2004; Schmidt-

Hieber et al. 2007; Ewell and Jones 2010; Krueppel et al. 2011; Dieni et al. 2013).  

Since the DG has these specific properties, it attracts thousands of neuroscientists dedicating to 

understand its cognitive functions. Accumulating behavioral studies of animals with DG dysfunction 

showed that the DG plays an important role in spatial memory, pattern separation of similar objects, 

contexts, and odors (Kesner 2013). However, how DG contributes to hippocampal functions still 

remains to be clarified. For instance, the layer 2 PCs in the EC not only send signal outputs to the DG 

but also transmit the same signals to CA3. Furthermore, a single CA3 PC receives signals from only 

a few GCs (about 50) but from numbers of other CA3 PCs and layer 2 PCs, so how signals from the 
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DG GCs impact CA3 PCs remained unclear. In addition, the functions of DG GCs in rodents may not 

the same as that in human according to several reasons. First, number of the DG GCs in human brains 

is about 10 fold of that in rodent brains, and the distribution of GC dendrites is also different between 

human and rodents. Second, human has much more complicated cognitive functions mediated by 

hippocampus, including formation or retrieval of episodic memory, compared to rodents. So far there 

is only a few studies examining the DG functions in the human brains, one of them using fMRI to 

show that pattern separation is correlated to DG/CA3 but not CA1/subiculum (Bakker et al. 2008). 

More efforts need to be devoted to explore the cognitive functions of the DG in human brains. 

Inhibitory Circuits in the Dentate Gyrus 

In mammalian brains, signal transmission from upstream to downstream region is mainly 

accomplished by excitatory neurons, but the activities of these neurons are tightly controlled by local 

inhibitory interneurons. In the single neuron level, the inhibitory interneurons not only determine 

whether these excitatory neurons are going to fire action potential or not, but also regulate the input-

output gain and spike timing (Pouille and Scanziani 2001; Chance et al. 2002); while in the neuronal 

population level, the interneurons dominate the synchronized firing of whole population and 

determine the frequency of neuronal oscillations in different brain states (Whittington and Traub 2003; 

Dupret et al. 2008). There are two types of local inhibition in mammalian brains: tonic inhibition and 

phasic inhibition.  
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The first one mostly results from tonic activation of extrasynaptic GABA receptors induced by 

low concentration of ambient GABA in the microenviroment and is independent of neuronal activities 

(Farrant and Nusser 2005). Tonic GABA inhibition is first discovered in the cerebellum and then also 

found in other brain regions (Brickley et al. 1996; Nusser and Mody 2002; Semyanov et al. 2003). In 

the DG, high extracellular GABA levels generate a strong tonic inhibition in the GCs. The tonic 

inhibitory currents are mediated by  subunit-containing extrasynaptic GABA receptors and are four 

times larger than spontaneous synaptic currents at about 10 Hz (Nusser and Mody 2002; Stell and 

Mody 2002). Therefore, the same as cerebellum, tonic inhibition plays a role in maintaining the DG 

in an extremely low activity state.  

However, the predominant inhibition in the DG and other brain regions comes from the second 

type of inhibition, phasic inhibition (Farrant and Nusser 2005). Phasic inhibition means the rapid and 

transient inhibitory effects originate from the activation of synaptic receptors while local inhibitory 

interneurons are activated and release inhibitory neurotransmitters such as GABA and glycine (Curtis 

and Watkins 1960; Otsuka et al. 1966; Krnjevic and Schwartz 1967; Werman et al. 1967). As a result, 

the strength and timing of phasic inhibition is mediated by the activities of local interneurons. 

Although GABA conductance silences target neurons by hyperpolarizing membrane potentials in 

most cortical regions, it depolarizes membrane potentials in the DG GCs since the resting membrane 

potentials is particularly negative (Staley and Mody 1992; Chiang et al. 2012). However, despite the 

depolarizing effects of GABA during resting state, GABA still inhibits the excitability of GCs in most 
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physiological conditions because the equilibrium potential of GABA receptors is much more negative 

than action potential threshold in the GCs, and this kind of inhibition is called shunting inhibition 

(Alger and Nicoll 1979; Andersen et al. 1980).  

There are several forms of phasic inhibition in a neuronal network: feedforward inhibition, 

feedback inhibition, and lateral inhibition (Jonas and Buzsaki 2007). Feedforward inhibition indicates 

that when the excitatory signals come from upstream neurons, these signals may simultaneously 

activate target principal neurons and local inhibitory interneurons, and these interneurons will in turn 

send inhibitory signals to the principal neurons. Feedback inhibition means when the principal 

neurons are excited, they will also activate local inhibitory interneurons to inhibit themselves. Lateral 

inhibition is similar to feedback inhibition but the inhibitory targets are neighboring principal cells. 

These types of inhibition play specific roles in different brain states in DG (Ewell and Jones 2010). 

In mammalian brains, most inhibitory interneurons innervate their axons to the specific 

subdomains of their target neurons (Somogyi et al. 1998). Hence in a well laminated brain structure 

such as hippocampus, the highly diverse local interneurons can be classified into several types 

according to the location of their somas and axonal arborization. In the DG, there are 6 types of 

interneurons according to this classification, basket cells (BCs), axo-axonic cells (AACs), hilar 

perforant pathway-related (HIPP) cells, hilar commisural/association pathway-related (HICAP) cells, 

total molecular layer (TML) cells, and molecular layer interneurons (MLINs) (Freund and Buzsaki 
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1996; Ramaswamy 2015). Recently, MLINs has been divided into two types, molecular layer 

performant path-associated (MOPP) cells and neurogliaform cells (NGFCs), according to their 

biomarkers, membrane properties, and synaptic properties (Halasy and Somogyi 1993; Armstrong et 

al. 2011). All these interneurons directly target GCs and play different roles in feedforward, feedback, 

and lateral inhibition (Liu et al. 2014). In addition to direct GC inhibition, several types of 

interneurons also innervate other interneurons resulting in disinhibition or synaptic modulation, 

which subsequently modulates signal transformations in the GC population (Földy et al. 2007; Liu et 

al. 2014; Savanthrapadian et al. 2014). Since the unique axonal arborizations, fast spiking properties, 

and high excitability to their afferents are easy to be recognized, BCs become the well-studied 

interneurons in the DG (Geiger et al. 1997; Ewell and Jones 2010). Previous studies show that DG 

BCs play critical roles in gamma oscillation, which is generated in the DG and linked to memory and 

“conscious” experience (Fell et al. 2001; Varela et al. 2001; Pöschel et al. 2002; Csicsvari et al. 2003; 

Bartos et al. 2007) . And they are also closely related to several neural disorders such as epilepsy and 

Alzheimer’s disease (Sloviter et al. 1991, 2003; Ribak 1992; Brady and Mufson 1997). However, 

functions of other types of DG interneurons under physiological or pathological conditions are largely 

unknown. Recently, neuroscientists have some progress in understanding how DG interneurons 

regulate the response of the GCs to the cortical inputs depending on several indirect evidence. For 

instance, since perisomatic targeting interneurons such as BCs and AACs can easily be recruited by 

initial PP and C/A activities and show multiple pulse depression, they are considered as the detectors 
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of the onset of a series of upstream activities and regulate the initial response of the GCs (Ewell and 

Jones 2010; Sambandan et al. 2010; Liu et al. 2014). Whereas dendritic targeting interneurons such 

as HIPP and HICAP cells are relatively reactive to GC activities compared with PP or C/A activities 

and shows multiple pulse facilitation, therefore these interneurons are thought to detect and regulate 

GC response in the late phase of activity series (Hosp et al. 2014; Liu et al. 2014). However, these 

hypotheses still remain to be proved by direct evidence. 

Signal Processing in a Neuron and in a Neuronal Population  

To keep surviving in this world, animals have to respond appropriately to volatile changes of the 

surrounding environment, therefore, they require a structure which can integrate lots of sensory inputs 

and make final decisions after a series of computation. And after billions of years of evolution, the 

central nervous system, brain, has become a highly specialized structure which is optimized for 

complicated computation, especially in human (Hofman 2014). As a result, understanding how the 

brain processes various signals is always an important and challenging issue. Compared to the 

complex connections between billions of neurons in a brain, a single neuron has long been considered 

as a simple linear summation and thresholding device of a neural network by most computational 

neuroscientists (McCulloch and Pitts 1943). However, accumulative evidence show that an individual 

neuron can do complex arithmetic operations through their unique biophysical mechanisms (Hoffman 

et al. 1997; Golding and Spruston 1998; Silver 2010; Hu et al. 2014). Most neurons receive upstream 

signals at dendritic spines, which in term propagate signals along the highly branched dendrites to the 
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soma for integration, and these integrated signals subsequently trigger action potentials in the axon 

initial segment and output to downstream targets by synaptic transmission (Cajal 1933). In fact, 

according to recent studies, signals has already been fully processed before they reach soma (Cash 

and Yuste 1999; Schmidt-Hieber et al. 2007; Krueppel et al. 2011). At dendritic spines, NMDARs 

can amplify larger or temporally coincident signals from others, and short term plasticity may also 

regulates the strength of temporally associated signals but remains independent signals unchanged 

(Rothman et al. 2009; Zheng and Rusakov 2015); on dendrites, signals from spatially segregated or 

spatially clustered synapses can be differentially affected by synaptic noise, shunting conductance, 

and nonlinear dendritic conductance such as voltage gated Na+ channels, Ca2+ channels, A type K+ 

channels, which may all enlarge the difference and help soma to discriminate spatial and temporal 

correlations in these signals (Hoffman et al. 1997; Golding and Spruston 1998; Cash and Yuste 1999; 

Doiron et al. 2001; Mitchell and Silver 2003; Kampa and Stuart 2006; Losonczy and Magee 2006). 

A single neuron can encode signals in one of at least two ways: firing rate as an integrator or 

correlations in spike timing as a coincidence detector (Adrian and Zotterman 1926; Vinje and Gallant 

2000; Olshausen and Field 2004). The offset and gain of the input-output relationship in both ways 

of neuronal coding are determined by signal processing in dendritic spines, dendrites, and soma, and 

affected by various biophysical mechanisms in multiplicative/divisive or addictive/subtractive ways 

(Silver 2010). 

In mammalian brain circuits, neurons responsible for the same cognitive functions cluster 
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together to form neuronal populations or neuronal assemblies, and these neuronal populations may 

process and encode complicated information from upstream brain regions and send outputs to 

downstream target regions (Georgopoulos et al. 1986; Buzsaki 2010). As a result, how signals are 

encoded or processed in a neuronal population is also an important question (Sakurai 1999). The 

input-output transformation of a neuronal population is not only determined by the individual 

principal neurons but also largely affected by different connections and synaptic properties between 

various types of local neurons and between upstream neurons and these local neurons (Pouille et al. 

2009). In the DG, although plenty of studies indicate that GC population perform sparse population 

coding and it is primary determined by powerful GABAergic inhibition (Ewell and Jones 2010; Dieni 

et al. 2013; Yu et al. 2013). However, the underlying cellular mechanisms of this inhibition and the 

input-output relationship of GC population remain unclear. 

The Arrangement of Axon Projection and the Dynamic Range in the Mammalian Brain 

Cortical excitatory neurons project their axons in an extremely divergent and convergent manner 

(Tamamaki and Nojyo 1993; Chklovskii 2004; Dancause et al. 2005), making them capable of 

communicating with multiple postsynaptic neurons and allowing individual postsynaptic neurons to 

receive inputs from many presynaptic neurons (van Groen et al. 2003). This arrangement allows 

cortical neurons to process complex computations during cognitive behaviors. However, in such a 

circuit, small fluctuations in the proportion of neurons that are presynaptically active (note that the 

number of active neurons is also referred to as the input strength) elicits all-or-none recruitment of 
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the entire postsynaptic population (Pouille et al. 2009). Thus, without specific control mechanisms, 

small changes in presynaptic neuronal activity may cause all-or-none activation of the postsynaptic 

neuronal population (Marr 1969; Shadlen and Newsome 1998; Diesmann et al. 1999; Vogels and 

Abbott 2005). 

 Neuronal circuits in different brain regions have distinct strategies to prevent this ‘all-or-none’ 

predicament. In the rodent hippocampal CA1 region and somatosensory cortex, global feedforward 

inhibition can elevate the threshold for excitatory currents in postsynaptic PCs as presynaptic input 

strength increases, thereby expanding the range of input strengths (i.e., the dynamic range) that 

neuronal populations can represent (Pouille et al. 2009). In the hippocampal formation, EC 

innervation of GCs, the principal cells of the dentate gyrus (DG) exhibits massive convergence and 

divergence (Tamamaki and Nojyo 1993; van Groen et al. 2003). Such massive divergent and 

convergent excitatory innervation places the GC population at a serious risk of ‘all-or-none’ activation, 

as outlined above. Surprisingly, under physiological conditions only a small proportion (1–2%) of the 

GC population can be activated simultaneously by a barrage of excitatory inputs from the EC and 

relay cortical signals to the downstream CA3 region (Chawla et al. 2005; Tashiro et al. 2007; Alme 

et al. 2010). Although inhibition within the DG circuits originating from multiple GABAergic IN 

populations is a prime mediator of the sparse activation of GCs (Acsády and Káli 2007; Coulter and 

Carlson 2007; Ewell and Jones 2010; Dieni et al. 2013; Yu et al. 2013), the causal role of specific 

types of GABAergic INs in this signal processing remains unclear.  
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The Aim of This Study 

In this study, we aim to explore the role of specific types of interneurons in the DG during signal 

processing. First we examine the cortical dynamic range of the GC population during sparse activity 

and compare with that of CA1 pyramidal cell population by using slice electrophysiology. Then we 

investigate the effects of GABAergic inhibition on the dynamic range and the underlying cellular 

mechanisms combining pharmacology, immunostaining and electrophysiology. Finally, we perform 

optogenetic silencing of specific types of interneurons to reveal the impacts of these local 

interneurons on the GC population I-O transformation during different brain states. 
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MATERIALS AND METHODS 

Electrophysiology 

Transverse ventral hippocampal slices (350–400 μm) were prepared from the brains of male Sprague-

Dawley rats (3–4 weeks) or C57BL/6 mice (3–6 months). For optogenetic experiments, transgenic 

hemizygote mice (2–4 months) of either sex were used. Gad65-cre (also known as Gad2-cre), Pvalb-

cre, Sst-cre (also known as Som-cre), and Ai14 reporter mice were obtained from the Jackson 

Laboratory (stock nos 010802, 008069, 013044, 007914, respectively; The Jackson Laboratory, Bar 

Harbor, ME, USA) and maintained on the C57BL/6J background. Slices were sectioned in carbogen 

(95% O2 and 5% CO2) bubbled ice-cold artificial CSF (ACSF) containing (in mM): 125 NaCl, 25 

NaHCO3, 1.25 NaH2PO4, 2.5 KCl, 25 glucose, 2 CaCl2, and 1 MgCl2, and recovered (25 min, 34°C) 

in modified oxygenated ACSF containing (in mM): 87 NaCl, 25 NaHCO3, 2.5 KCl, 10 glucose, 75 

sucrose, 0.5 CaCl2, and 7 MgCl2 before transferring to standard oxygenated ACSF. Slices were placed 

in a submerged chamber and superfused with oxygenated ACSF (32 ± 1°C) during experiments. All 

experiments were conducted in accordance with methods approved by the Animal Care and Use 

Committee of National Yang-Ming University. 

 GCs and INs in the DG were visually identified using infrared Dodt gradient contrast microscopy. 

Cell-attached and whole-cell recordings were performed using patch pipettes (with a resistance of 8–

10 MΩ and 4–6 MΩ, respectively) filled with internal solution, consisting of (in mM): 146.5 

potassium gluconate, 3.5 KCl, 1.5 MgCl2, 5 HEPES buffer, 1.1 EGTA, 2 Na2ATP, and 10 
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phosphocreatine (pH = 7.3, 295–305 mOsm). Series resistance was not compensated but was 

monitored continuously throughout the recording. Recordings with series resistance < 30 MΩ were 

analyzed. All experiments were performed in the presence of the N-methyl-D-aspartate (NMDA) 

receptors antagonist D-AP5 (20 μM) and the GABAB receptor antagonist CGP55845 (1 μM). 

Pharmacological blockade of NMDA receptors and GABAB receptors is to prevent synaptic plasticity 

at excitatory inputs and disinhibition of GABAergic transmission during experiments. Slices 

containing the ventral DG were selected for experiments because the PP projection from the EC can 

be largely preserved in the subiculum in this preparation. The PP fibers were stimulated for 0.1 ms 

with constant current (range of 10–1000 μA) using a monopolar electrode placed in the subiculum to 

avoid the direct activation of axons from DG INs. Loose-patch recordings were performed with patch 

pipettes (of resistance 6–10 MΩ) filled with ACSF. Field recordings were performed also with ACSF-

filled patch pipettes (with a resistance < 1 MΩ). Signals were recorded with Multiclamp 700B 

amplifiers (Molecular Devices). Data were filtered at 2 kHz and sampled at 10 kHz with a Digidata 

1440 interface (Molecular Devices) controlled by pCLAMP 10.2 software (Molecular Devices). For 

optogenetic silencing of eNpHR3.0-expressing neurons, amber light was emitted from a collimated 

light-emitting diode (590 nm) driven by a 4 channel LED Driver (Thorlabs) under the control of a 

Digidata 1440A and Clampex 10.2. Light was delivered through the reflected light fluorescence 

illuminator port and the ×63 objective. Kynurenic acid (KA, 2 mM) and gabazine (1 M) were used 

to block ionotropic glutamate receptors and GABAA receptors, respectively. 
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Calibration of Input Strength for GC Activation 

The input strength was calibrated in all experiments as described previously (Pouille et al. 2009). 

Briefly, the input strength is a value that represents the number of active presynaptic neurons and is 

normalized from 0 to 1, permitting the comparison of stimulus intensities across slices. We used two 

parameters to calculate the input strength: the initial slope (20–50%) of the field excitatory 

postsynaptic potential (fEPSP), which is proportional to the number of activated PP fibers, and the 

area under the population spike (pSpike), which is proportional to the number of active GCs around 

the DG recording sites (Fig. 1). Therefore, all the input strengths shown in this study were performed 

in the presence of two field recording electrodes: one placed in the ML, for fEPSPs, and one in the 

GC layer (GCL), for pSpikes. The fEPSP slope evoked at any given stimulus intensity was normalized 

to the fEPSP slope elicited by a stimulus intensity that resulted in a pSpike at 95% of its maximum 

(which means 95% of local spiking GCs are recruited). The value of such normalized fEPSP is the 

input strength. Thus, an input strength of 1.0 means that the number of stimulated PP fibers can recruit 

95% of local spiking GCs and an input strength of 0.1 means that the number of stimulated PP is one-

tenth of the number at input strength 1.0. For each slice, the input strength was determined under 

control conditions. Therefore, the number of PP fibers stimulated in control conditions, or in the 

presence of gabazine, was the same for a given input strength within a slice. The amplitude of the 

pSpike had to remain stable for at least 10 min before the input strength was calibrated.  
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Threshold Stimulation, Population Activation Curves, and Measurement of Excitatory and 

Inhibitory Postsynaptic Currents 

Neurons were recorded in the loose-patch or cell-attached configuration, and the PP stimulated at 

different intensities to determine the threshold input strength, which evoked a 50% of maximum spike 

in the recorded cells. After determining the threshold input strength, neurons were subsequently re-

patched with a pipette containing internal solution, to achieve whole-cell patch recordings. In a subset 

of the recordings, we determined threshold input strength in the whole-cell recording configuration. 

The threshold input strength did not differ notably from the one obtained in the loose-patch or cell-

attached configuration, so results from all GC recordings were combined. 

The population activation curve is the cumulative distribution of the input strength which evokes 

50% spiking probability in the neurons in that population. Five to ten stimuli were tested at each 

intensity to calculate spiking probability. The 50% spiking probability of individual neurons was 

determined by fitting their spiking probability plotted against input strength with a sigmoid function 

Y = 100/[1+10^p(x0-x)], where x0 is the input strength at 50% spiking probability, and p is the slope 

at x0. PP-fiber stimulation evoked an excitatory postsynaptic current (EPSC)–inhibitory postsynaptic 

current (IPSC) sequence in GCs voltage-clamped at -55 mV (Fig. 2). To confirm that recorded IPSCs 

resulted from the synaptic activation of GABAergic INs but not direct stimulation of inhibitory axons, 

we only considered experiments in which IPSCs could be abolished by the ionotropic glutamate 

receptor antagonist KA (resulting in at least a 70% reduction; Fig. 2B). EPSCs were isolated by 
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voltage clamping the GCs at the reversal potential of the IPSC (-75 mV). To estimate the amplitude 

of the EPSCs recorded at -55 mV, we used the amplitude of the EPSC recorded at the reversal potential 

of the IPSC after scaling its initial slope to the initial slope of the EPSC recorded at -55 mV (Fig. 2B). 

The feedforward/feedback IPSC was isolated by subtracting the scaled EPSC from the EPSC-

IPSC sequence (recorded at -55 mV). To eliminate the contamination of IPSCs resulting from direct 

IN activation, the remaining IPSCs recorded in the presence of KA were also subtracted from the 

EPSC–IPSC sequence. EPSG and IPSG were calculated from the respective peak currents, assuming 

ohmic behavior and reversal potentials of 0 and -75 mV (Fig. 2B). 

Virus Injections 

To selectively silence genetically defined INs in the DG, we used an AAV5 carrying a Cre-inducible 

eNpHR3.0-eYFP transgene (AAV5-EF1-DIO-eNpHR3.0-eYFP) (for most experiments) or an 

AAV5 carrying Cre-inducible eNpHR3.0-mCherry (remaining experiments), both of which were 

produced by the University of North Carolina Vector Core Facilities, Chapel Hill, NC, USA. Mice 

(postnatal day > 45) were anesthetized with 4% isoflurane (vol/vol; Halocarbon Laboratories, North 

Augusta, SC, USA) in 100% oxygen in an induction chamber (air flow rate: 4 mL/min), and their 

heads were shaved for craniotomy. The mice were placed into a stereotaxic frame (Stoelting Co., 

Wood Dale, IL, USA) and anaethesia was maintained with with constant 1.5% isoflurane air flow (4 

mL/min). A homeothermic blanket (Panlab Harvard apparatus, Barcelona, Spain) was placed uner the 
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mice to keep the body temperature constant (34°C). The surgical area was sterilized using 75% 

ethanol and the eyes were protected using ophthalmic gel. For targeting DG INs of the ventral 

hippocampus, a midline scalp incision (~1 cm) was made with scissors and the skin pulled aside to 

expose the skull. A small craniotomy (coordinates from bregma were as follows: anteroposterior, -

3.4 mm; mediolateral, ±2.8 mm) was made at the hypothetical intersecting point on the skull, through 

which an imaginary vertical axis connects the craniotomy and the targeted areas in the underlying 

ventral hippocampus. The viral vector was delivered through the craniotomy to two locations within 

the ventral hippocampus (coordinates: anteroposterior, -3.4 mm; mediolateral, ±2.8 mm; dorsoventral, 

-4.4 mm and -4.2 mm), using a 10 μL NanoFil syringe (World Precision Instruments, Sarasota, FL, 

USA) and a 35-gauge beveled metal needle. Injection volume (0.5 μL at each location) and flow rate 

(0.1 μL/min) were controlled with a Nanopump Controller (KD Scientific, Holliston, MA, USA). 

After injection, the needle was left in place 0.2 mm above the injection site for 10 min before slow 

withdrawal. Following suturing of the craniotomy, mice were placed back in the home cage for 

recovery. All animals were allowed to recover for at least 6 weeks before the next experimental stage, 

to ensure complete recovery from surgery and to allow gene transduction. 

Post-hoc Recovery and Reconstruction of Recorded Neurons 

Recorded GCs and INs were filled with biocytin (0.4%) during whole-cell recordings and 

subsequently fixed overnight with 4% paraformaldehyde in phosphate-buffered solution (PBS; 0.1 M, 

pH 7.3). After washing with PBS, slices were incubated with fluorescein isothiocyanate (FITC)-



 

24 
 

conjugated avidin-D (2 μl/ml; Invitrogen) in PBS and 0.3% Triton X-100 overnight at 4°C. After 

washing, slices were embedded in Vectashield mounting medium (Vector Laboratories). Labeled cells 

were imaged by two-photon microscopy and reconstructed with Neuromantic 1.6.3 software (Myatt 

et al. 2012). 

Statistics 

Average values are expressed as means ± standard error of mean (s.e.m.). Error bars in the figures 

also indicate s.e.m. (shown only if larger than symbol size). Statistical significance was tested by the 

Wilcoxon signed-rank for paired data or Wilcoxon rank-sum test for unpaired data at the significance 

level (p) as indicated using Prism 5.0 (GraphPad Software, La Jolla, CA, USA). We used two-way 

repeated measures of ANOVA to compare the effects of IN silencing on GC population activity at 

different input strengths or input frequencies. Statistical significance of linear regressions was tested 

by F-tests. 
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RESULTS 

The GC Population Exhibit a Narrower Dynamic Range than the CA1 PC Population  

Feedforward GABAergic inhibition in the CA1 area is shown to expand the range of afferent input 

strengths that a neuronal population can represent (Pouille et al. 2009). However, we know that 

activation of individual GCs in response to cortical inputs is primarily restrained by powerful 

GABAergic inhibition (Ewell and Jones 2010; Marín-Burgin et al. 2012; Dieni et al. 2013). What is 

the net effect of GABAergic inhibition on the dynamic range of the GC population in response to 

cortical inputs? We first sought to establish the cortical range which the GCs represents, and compare 

it with that of the CA1 PC population in acute brain slices from 3- to 4-week-old rats. For this, we 

stimulated the cortical inputs, the medial (MPP) and lateral (LPP) PPs, by placing a stimulation 

electrode on the subicular side (Sub) of the hippocampal fissure (Fig. 3A). While stimulating, we 

simultaneously recorded action currents (‘spikes’) in the cell-attached configuration from individual 

GCs located in the middle and outer thirds of the GCL, along with the corresponding fEPSPs, over a 

range of stimulus intensities (Fig. 3A). The spiking probability of individual GCs increased while 

increasing stimulus intensities. To establish the activation profile of single GCs, we plotted the 

spiking probability against input strength (for calibration of input strength, see Fig. 1 and Pouille et 

al. 2009) and fitted them with a sigmoid function (Fig. 3B; see Materials and methods). We next 

defined the threshold input strength as the input strength which could evoke 50% spiking probability 

in individual GCs. Comparable with previous studies (Chawla et al. 2005; Marín-Burgin et al. 2012), 
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47% (62 of 131) of recorded GCs could be recruited (‘spiking GCs’) in this stimulating paradigm 

(Fig. 3C, ‘ S’ in the pie chart).  

Following cell-attached recordings, we made whole-cell recordings from the same cells and 

determined their input resistance. The input resistance was measured by the ratio of the steady-state 

(average of the last 100 ms) voltage response versus the injected 1-s hyperpolarizing (20 or 50 pA) 

current pulse. In the present study, GCs with input resistance ≤ 0.5 Gwere classified as mature GCs, 

and about 98% of spiking GCs were mature GCs(data not shown, Dieni et al. 2013). A cumulative 

distribution of threshold input strengths from all spiking GCs was used to build the population 

activation curve, which represents the fractional recruitment of the GC population as a function of 

the input strength (n = 62 cells; Fig. 3C, E). The dynamic range of the GC population (the ratio of the 

input strengths that activate 95% versus 5% of the spiking GC population) was approximately 3.5 

(Fig. 1E), meaning that the GC population has the ability to distinguish and respond to only a 3.5-

fold increase in the number of active PP inputs before saturating. This is much smaller than the input 

range of the CA1 PC population examined in the same way, which was approximately 16 (n = 44 

cells; Fig. 3D, E, 7A). The histogram of threshold input strength also showed that spiking GCs were 

recruited by an input strength of more than 0.2 (Fig. 3F); whereas CA1 PCs were recruited through a 

wide range of input strengths (from 0 to 1; Fig. 3G). 

Whereas the dynamic range of the GC population was much smaller than that of the PC 
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population, the dynamic range of individual GCs (1.36 ± 0.03, n = 48; Fig. 4A, B) was not significantly 

different from that of PCs (1.44 ± 0.05, n = 27; Fig. 4A, B) throughout the threshold input strength 

from 0 to 1. Similarly, there is also no significant difference between GCs and PCs in the gain, defined 

by the slope factor of the sigmoidal fit (GC, 20.38 ± 1.46, n = 48 versus PC, 37.45 ± 10.07, n = 27; p 

= 0.09; Fig. 4C, D). 

Similar Inhibition-to-Excitation Ratios in the GCs 

Several factors influence the dynamic range of a neuronal population such as intrinsic properties of 

individual neurons, extrinsic inputs, and other neuromodulators (Shu et al 2003; Carvalho and 

Buonomano 2009; Pouille et al. 2009). Analysis of the functional properties of all spiking GCs, 

including input resistance, resting membrane potential (RMP), membrane time constant (), and 

action potential (AP) threshold of individual GCs showed no correlation with the threshold input 

strength although most of them (input resistance, membrane, and AP threshold) were significantly 

different in spiking GCs and non-spiking GCs (Fig. 5)  

Next, we examined the excitatory and inhibitory synaptic inputs evoked by PP stimulation. By 

either simultaneously or sequentially making dual recordings, we established the threshold input 

strengths of two individual GCs and then recorded the threshold EPSCs (EPSCTs) and concomitantly 

triggered threshold IPSCs (IPSCTs) in voltage clamp (Fig. 6A, 8A). EPSCs were recorded in the GCs 

at -75 mV, which was close to the reversal potential of the IPSC. To estimate the amplitude of the 
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EPSCs recorded at -55 mV, we scaled the initial slope (20%-50%) of the EPSC recorded at -75 mV 

to that of the EPSC recorded at -55 mV (Fig. 2). The IPSC was isolated by subtracting the scaled 

EPSC from the EPSC–IPSC sequence recorded at -55 mV (Fig. 2). Threshold excitatory conductance 

(i.e., EPSGT) and threshold inhibitory conductance (i.e., IPSGT) were calculated from their respective 

peak currents (see Materials and methods). There was no correlation between the EPSGTs and 

threshold input strengths (n = 47, R2 = 0.05, p = 0.65; Fig. 6B), which was quite different from 

observations of CA1 PCs, in which the PCs recruited at higher input strengths require larger EPSGs 

(Fig. 7B; also see Pouille et al. 2009). Also, EPSGTs from the GCs recruited by weak input are similar 

to that from the GCs recruited by strong input (Fig. 6C). And neither did the IPSGTs correlate with 

the threshold input strengths (n = 39, R2 = 0.11, p = 0.47; Fig. 8B). Although IPSGTs from the GCs 

recruited by strong input mostly exhibited large values than that from the GCs recruited by weak 

input in the same slices, there is no significant difference between them (n = 7 pairs, p = 0.22; Fig. 

8C). However, the IPSGTs positively correlated with the EPSGTs (n = 35, slope = 1.02; R2 = 0.4, p < 

0.0001; Fig. 9A), yielding similar inhibition-to-excitation ratios in all spiking GCs and they were 

independent of threshold input strength (Fig. 9B). This consistency of inhibition-to-excitation ratios 

in the same neuronal population were also observed in other brain regions (Pouille et al. 2009; Xue 

et al. 2014). 

GABAergic Mechanism Restrains the DynamicRange of the GC Population 

Unlike CA1 PCs, GCs were insensitive to input strengths of less than 0.2. What makes the GCs 
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refractory to weak inputs? GABAergic inhibition (whether hyperpolarizing or shunting) is known to 

offset the neuronal I-O relationship (Chance et al. 2002; Mitchell and Silver 2003; Marín-Burgin et 

al. 2012). To confirm this, we first compared the timing of the spike elicited in GCs by PP stimulation 

with the onset of the IPSC. When stimulated at the threshold for spike generation, the spike occurred 

5.30 ± 0.18 ms after the onset of the EPSC and 2.13 ± 0.23 ms after the onset of the IPSC (n = 18; 

Fig. 10A). The latency between the onset of the EPSC and IPSC was 3.17 ± 0.22 ms (n = 18). Thus, 

in response to threshold PP stimulation, inhibition impinged on GCs before the membrane potential 

of the neuron reached the threshold for spike generation, thereby offsetting the I-O relationship. 

Consistently, we found that complete removal of GABAergic inhibition with the GABAA receptor 

antagonist gabazine (1 M) increased the spiking probability of individual GCs with the same input 

strength (Fig. 10B) and induced a significant reduction in the threshold input strength required to 

activate GCs (n = 10, p < 0.01; Fig. 10C). In addition to the reduction of threshold input strength, 

gabazine also transformed a subpopulation of non-spiking (NS) GCs into spiking GCs (n = 10, dashed 

lines; Fig. 10D). By decreasing the threshold input strength of spiking GCs and recruiting most non-

spiking GCs, gabazine greatly expanded the dynamic range of the GC population (control, 3.5-fold; 

gabazine, 8-fold; Fig. 10E). The bimodal distribution of threshold input strengths after gabazine 

treatment also suggested that there were two GC subpopulations, one with high-threshold, which 

mostly comes from spiking GCs in control condition, and one with low-threshold input strength 

coming from non-spiking GCs in control condition (Fig. 10F, G).  
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In contrast to its effect on GC population, gabazine treatment robustly decrease the dynamic 

range of individual GCs (control, 1.36 ± 0.03 versus gabazine, 1.27 ± 0.03; n = 49 versus 27, p < 0.01; 

Fig. 10A, B). Similarly, it also significantly increased the gain of individual GCs (control, 20.38 ± 

1.46 versus gabazine, 37.67 ± 5.62; n = 49 versus 27, p < 0.01; Fig. 10C, D). These results demonstrate 

that GABAergic inhibition limits the dynamic range of the GC population by elevating the input 

threshold of spiking GCs as well as by restraining a large population of GCs from spiking in response 

to PP stimulation. And the results also confirmed that the dynamic range of the GC population is not 

determined by the dynamic range of individual GCs. 

Specific Types of GABAergic INs Restrict the Dynamic Range of the GC Population 

Various types of GABAergic INs in the DG serve distinct inhibitory roles (Freund and Buzsáki 1996; 

Hájos et al. 1996; Boyett and Buckmaster 2001; Bartos et al. 2002; Armstrong et al. 2011; Kullmann 

2011; Li et al. 2013; Liu et al. 2014). Which types of INs are involved in regulation of spike 

probability of individual GCs triggered by single-shock stimulation of the PP and consequently limit 

the dynamic range of the GC population? To affect GC spiking, these INs must discharge before GCs 

in response to PP stimulation and need to have a relatively low threshold input strength (Pouille et al. 

2009). Here we examined the spiking of several distinct IN types in response to averaged threshold 

PP stimulation of GCs (i.e., 0.5 input strength) and compared their spike timing with GCs (Fig. 12A–

I). According to the target selectivity of the axon, somatic locations, and physiological properties 

(Armstrong et al. 2011; Hosp et al. 2014; Liu et al. 2014), we identified seven distinct subclasses of 
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INs: basket cells (BCs) and axo-axonic cells (AACs), which are both fast spiking perisomatic 

targeting INs; hilar PP-associated (HIPP) cells, hilar commissural–associational pathway related 

(HICAP) cells, and total molecular layer (TML) cells, which all target dendrites of the GCs so called 

dendritic INs; ML PP–associated (MOPP) cells and neurogliaform cells (NGFCs), their soma are both 

located in the ML thus termed ML INs. In these seven types of INs, somatic INs (including BCs and 

AACs; BC/AAC in figures), MOPP cells, and NGFCs spiked earlier than GCs (somatic INs, -3.09 ± 

0.28 ms, p < 0.001, n = 14; MOPP cells, -2.82 ± 0.38 ms, p < 0.001, n = 7; NGFCs, -2.91 ± 0.64 ms, 

p < 0.001, n = 9; Fig. 12I for the summary); whereas only two of TML (n = 2/4; Fig. 12F) cells could 

be recruited by near maximal stimulation, and neither HIPP (n = 6; Fig. 12D) nor HICAP cells (n = 

7; Fig. 12E) were recruited by the maximal input stimulation (i.e., 1.0 input strength). In addition to 

the spike timing, various types of INs showed distinct input thresholds. Analysis of activation curves 

from all recorded INs revealed that most of somatic INs (n = 12/14) and all of MOPP cells (n = 7/7) 

and the majority of NGFCs (n = 6/10) were recruited by PP stimulation below an input strength of 

0.2, at which non GCs were recruited (n = 0/62; Fig. 12J). By contrast, no HIPP or HICAP cells were 

recruited under our experimental conditions. We also observed two TML cells, which had the soma 

located at the border between the GCL and hilus and axonal arborization across the entire ML, was 

recruited by PP stimulation with an input strength of more than 0.7 (n = 2/4; Fig. 12J). Taken together, 

these results suggest that the dynamic range of the GC population is primarily regulated by somatic 

INs, MOPP cells, and NGFCs. 
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Specific Types of INs Regulate I-O Transformations of the GC Population 

PV+ INs, mainly BCs and AACs (chandelier cells), constitute soma-targeting INs (Ribak et al. 1990; 

Soriano et al. 1990), whereas SST+ INs, mainly HIPP cells, are a major subpopulation of dendrite-

targeting INs in the DG (Savanthrapadian et al. 2014). To assess the influence of inhibition on the 

dynamic range of the GC population, we drove conditional expression of halorhodopsin-3.0 

(eNpHR3.0) in glutamic acid decarboxylase-expressing (GAD65+) INs, PV+ INs, and SST+ INs. To 

achieve this, we bilaterally injected a recombinant adeno-associated virus serotype 5 (AAV5) 

encoding Cre-dependent eNpHR3.0-eYFP [AAV5:(eNpHR-eYFP)Cre] into the ventral DG of Gad65-, 

Pvalb-, and Sst-cre mice (Fig. 13A). Six weeks after virus injection, hippocampal slices were obtained 

from those mice for electrophysiological recordings (Fig. 14-19). Fig. 13B shows that eYFP signals 

in the DG from Gad65-, Pvalb-, and Sst-cre mice revealed distinct expression patterns. Consistent 

with the presence of Cre expression in all GAD65+ neurons, eYFP signals were detected across all 

laminated areas in the DG (Fig. 13B left). By contrast, eYFP signals in the DG were separated and 

complementary in Pvalb- and Sst-cre mice. Strong eYFP signals in slices from Pvalb-cre mice were 

exclusively detected in the GCL (Fig. 13B middle); whereas intense eYFP signals in the outer-third 

and middle-third of the ML and the hilus were observed in slices from Sst-cre mice (Fig. 13B right). 

Whole-cell recordings from eYFP+ neurons showed that delivery of amber light selectively silenced 

eYFP+ INs evoked either by current injection or by PP stimulation at ten-fold of threshold input 

strength through the activation of Cl- influx pumps (Fig. 14).  
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To assess the influence of specific INs on GC population activities, we examined the evoked 

pSpikes in the DG evoked by single-shock PP stimulation (0.033 Hz; Fig. 15). Although silencing of 

either GAD65+ or PV+ INs greatly increased the pSpike at various stimulus intensities (Fig. 15B, C), 

the extent of the effect was different. The effect of silencing GAD65+ INs (maximal effect, 233 ± 33 

% of control, n = 10; p < 0.01; Fig. 15B) was approximately 1.34-fold greater than that of silencing 

PV+ INs (maximal effect, 175 ± 22 % of control, n = 6; p < 0.05; Fig. 15C). In contrast, silencing 

SST+ INs had no effect on the pSpike evoked by single-shock PP stimulation at any given intensity 

(maximal effect, 105 ± 3 % of control, n = 5; p = 0.31; Fig. 15D). To verify that the lack of effect of 

silencing SST+ INs was not due to poor expression efficiency, we bilaterally injected [AAV5:(eNpHR-

eYFP)Cre] into the ventral DG of Gad65- and Sst-cre/Ai14 mice. We found that although the 

expression efficiency of eNpHR-eYFP is similar in Gad65- and Sst-cre/Ai14 mice (83 ± 1 % vs 83 ± 

2 %; Fig. 16A, B, D), optogenetic silencing of SST+ INs still had no effect on the pSpike in the DG 

(Fig. 16E). These results indicated that PV+, but not SST+, INs, regulate GC I-O transformations in 

response to single-shock stimulation. Furthermore, the greater effect of silencing GAD65+ INs versus 

PV+ INs indicates that other types of INs such as MOPP cells and NGFCs are likely involved in the 

regulation of GC spike generation. 

PV+ INs Constrain the Cortical Dynamic Range of the GC Population 

We next investigated the effect of silencing genetically-defined INs on the dynamic range of the GC 

population. Similar to GABAA receptor blockade, optogenetic silencing of GAD65+ INs caused a 
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dramatic increase in the spiking probability and a reduction in the threshold input strength (p < 0.01, 

n = 10; Fig. 17A). In addition to the reduction of the activation threshold of spiking GCs, silencing of 

GAD65+ INs also activated most non-spiking GCs (Fig. 17B; green dashed lines and pie chart; non-

spiking (NS) percentage from 48% to 7%). The synergy of these two effects expanded the dynamic 

range of the GC population in response to single-shock stimulation (Fig. 17C). Similar to GAD65+ 

INs, optogenetic silencing of PV+ INs significantly increased the spiking probability and decreased 

the threshold input strength of individual GCs (p < 0.01, n = 12; Fig. 17D). It also activated some 

non-spiking (NS) GCs (Fig. 17E; pink dashed lines and pie chart; NS percentage from 60% to 40%), 

leading to an moderately enhanced dynamic range of the GC population in response to single-shock 

stimulation (Fig. 17F). Conversely, neither the threshold input strength of individual GCs (p = 1, n = 

20; Fig. 17G) nor the percentage of spiking GCs (Fig. 16H) was affected by silencing of SST+ INs 

under the same conditions. As a result, optogenetic silencing of SST+ INs had minimal influence on 

the dynamic range of the GC population during sparse activities (Fig. 17I). Together, these results 

indicate that PV+, but not SST+, INs, act primarily to regulate the offset of GC I-O transformations, 

thereby greatly restricting the cortical dynamic range.  

PV+ and SST+ INs Differentially Regulate GC Population Spikes in the Series 

In the engaged hippocampal network, the DG exhibits θ (4–8 Hz) and γ (30–80 Hz) frequency 

oscillations, both of which depend mainly on excitatory inputs from the EC (Bragin et al. 1995; 

Penttonen et al. 1998; Igarashi et al. 2014). With cell type-specific targeting, we investigated the role 
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of various INs in the recruitment of the GC population by stimulating the PP at various frequencies. 

Here we delivered 10- and 30-Hz trains, which mimic θ and γ rhythm frequency inputs, respectively, 

from the EC, to the PP. We found that silencing of GAD65+ INs robustly enhanced all pSpikes during 

10- and 30-Hz trains (-GAD65, green traces; 10 Hz, n = 9; 30 Hz, n = 11; Fig. 18A, B), whereas 

silencing of PV+ and SST+ INs differentially increased the pSpikes in the series (-PV, magenta trace; 

10 Hz, n = 7; 30 Hz, n = 13; -SST, blue traces; 10 Hz, n = 5; 30 Hz, n = 13; Fig. 18A, B). Overall, 

silencing GAD65+ INs robustly enhanced the first two pSpikes to the same extent in response to 10- 

and 30-Hz trains. However, the effect of silencing GAD65+ INs on late pSpikes was frequency 

dependent. Silencing GAD65+ INs resulted in a greater increase in the late phase of spike series at 30 

Hz than that at 10 Hz (Fig. 18A-C). Conversely, silencing PV+ INs had greater effects on late spike 

series at 10 Hz than that at 30 Hz (Fig. 18A, B, D). Furthermore, silencing SST+ INs had similar 

effects on pSpikes in the late spike series during 10- and 30-Hz trains (Fig. 18A, B, E). By the way, 

these results also revealed that, in a series of strong upstream inputs coming from cortex either in θ 

or γ rhythm frequency, the GC population was efficiently activated by the second inputs due to 

relatively low inhibition-to-excitation ratios (Fig. 18). 

To further examine how these INs differentially modulate a series of spikes in the GCs, we made 

whole-cell current-clamp recordings to investigate the spiking probability of individual GCs. We 

found that silencing GAD65+ INs greatly increased the spiking probability of either spiking or non-

spiking individual GCs during the entire series (-GAD65, n = 5; Fig. 19); whereas inactivation of PV+ 
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and SST+ INs differentially increased the spiking probability of the onset and later phase in spike 

series, respectively (-PV, n = 8, -SST, n = 8; Fig. 19). These results suggested that various types of 

INs differentially regulate the recruitment of the GC population through controlling the spike 

probabilities of individual spiking and non-spiking GCs. 
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DISCUSSION 

Summary 

Spiking of GCs in the developing and adult hippocampus is primarily regulated by synaptic inhibition 

originating from local GABAergic INs within the DG. Here we demonstrate that regulation of GC I-

O relationships by specific types of INs depends on the cortical input patterns. In addition to soma-

targeting INs including BCs and AACs, two types of ML INs, namely, MOPP cells and NGFCs, 

contribute to feedforward inhibition in the GCs during PP activation and thus regulate GC spiking to 

single-shock stimulation to the PP. Furthermore, PV+ INs, which are soma-targeting INs, and SST+ 

INs, a major population of dendrite-targeting INs, differentially restrict GC spiking during θ–γ 

activities. In sum, different IN types in the DG coordinate to regulate cortical signal transformations 

during various activity patterns. 

Comparison to Previous Studies 

The DG uses sparse population coding, wherein only a small portion of GCs can be recruited by 

cortical excitatory inputs. The percentage (47%) of GCs recruited with the stimulating paradigm used 

in the present study is relatively higher than those in previous reports (approximately 21% in Dieni 

et al. 2013; approximately 20% in Yu et al. 2013), At least two possible reasons may account for this 

discrepancy: first, unlike previous reports, in which the stimulation electrodes were placed in the 

molecular layer for MPP or LPP stimulation, we placed the stimulation electrode in the subiculum 

instead of the ML to avoid the direct activation of IN axons, which may activate both MPP and LPP 
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simultaneously (Marín-Burgin et al. 2012; Dieni et al. 2013; Yu et al. 2013). Second, we sampled GC 

populations with relatively large pSpikes to calibrate the input strength. Therefore, we might have 

overestimated the ratio of recruited GCs in a population. In spite of the difference due to our 

experimental paradigm, our major finding on how different types of INs modulate the recruitment of 

GCs here is not influenced by this discrepancy. 

    In the previous study, the authors questioned the validity of applying the calibration method used 

in CA1 region by Pouille e al. (2009) to the DG since they found the fEPSP in DG did not increase 

linearly with stimulus intensity and only a fraction of GCs could be activated regardless of stimulus 

intensity (Dieni et al. 2013). Furthermore, another study showed that the GCs in the suprapyramidal 

and infrapyramidal blades of DG may receive different levels of GABAergic inhibition, which 

dominantly regulate the spiking probabilities of local GCs (Yu et al. 2013). As a result, here we 

performed a control experiment to confirm that the calibration method is suitable for the DG GC 

population. We placed the stimulus electrodes in the subiculum and recorded the fEPSP and pSpike 

in three different regions of DG, suprapyramidal blade, infrapyramidal blade, and somewhere 

between them, in the same slice and stimulated at various stimulus intensities to establish the local 

input-output curves and do the calibration (Fig. 20). We found that after the calibration, the activation 

curves of local GC population almost overlap each other, which means the calibration at least 

expunged the difference within the same slice. 
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Our main finding is strikingly different to that of a recent study of the CA1 region (Lovett-

Barron et al. 2012), where dendritic inhibition primarily restricts PC firing. Using a pharmacogenetic 

approach, Lovett-Barron et al. (2012) found that silencing SST+ dendrite-targeting INs, but not PV+ 

soma-targeting INs, increases the firing rate of CA1 PCs in response to SC input. Their result is 

unexpected in light of the widely held-belief that soma-targeting inhibitory INs control the spike 

initiation of principal neurons via axonal innervations onto perisomatic areas of principal neurons 

(Cobb et al. 1995; Miles et al. 1996; Kraushaar and Jonas 2000). Furthermore, they found that PV+ 

INs primarily inhibit a subtype of SST+ INs named ‘bistratified INs’, which target the proximal 

dendrites of CA1 PCs during CA3 SC input. The disinhibition of SST+ bistratified INs can 

compensate for a withdrawal of perisomatic inhibition. With the existence of proposed reciprocal 

connections between SST+ INs and PV+ INs in the CA1 region, silencing SST+ INs, in contrast, 

releases dendritic NMDA receptor-initiated electrogenesis, which cannot be overcome by 

disinhibition of PV+ INs, leading to increased firing of PCs. Unlike CA1 PCs, GCs use distinct 

dendritic mechanisms for input processing. First, GC dendrites act as a strong voltage attenuator, 

which strongly attenuates synaptic inputs along dendrites (Schmidt-Hieber et al. 2007; Krueppel et 

al. 2011). Second, GC dendrites are linear, meaning that they summate synaptic inputs linearly and 

are not designed for highly efficient synchrony detection (Krueppel et al. 2011). Third, GC dendrites 

lack dendritic spikes that would allow them to be more efficiently to bring EPSPs to AP threshold 

(Krueppel et al. 2011). Furthermore, SST+ INs in the DG all target to the distal dendrites of GCs, so 
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that disinhibition of SST+ INs, if there is any, may not compensate for a reduction of perisomatic 

inhibition. Taken together, distinct inhibitory microcircuits between the DG and CA1 regions, and 

passive properties of dendrites in GCs (Krueppel et al. 2011) likely account for this difference. 

The Definition of “Dynamic Range” 

In this study and previous one done by Pouille and his colleagues, the dynamic range is defined as 

the ratio of the input strengths that activate 95% versus 5% of the neuronal population. Since the 

‘dynamic range’ means the range that ‘whole population’ can respond, the best way is to calculate the 

ratio of 100% to 0% recruitment. However, it’s quite difficult to estimate the input strength at 100% 

and 0% recruitment since the variation increases dramatically when it includes the extreme cases or 

you will never know whether all the population is activated or not. As a result, we choose to exclude 

5% of two tails of population as error and preserve 90% of population to do further examination. 

Since we cumulatively plot the threshold input strength of single cells to make population activation 

curves, the dynamic range of single cells will not affect the dynamic range of whole population. 

Although fig. 4A, B shows that the dynamic range of single cells exhibit no difference between GC 

and CA1PC population, it is not inconsistent with the conclusion the GC population shows narrower 

dynamic range than CA1PC population. The similar phenomena is also observed in the change of 

dynamic range of individual GCs and GC population after gabazine application (Fig. 11).  
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Shunting Inhibition Offsets GC I-O Relationships and Reduces Gain during Synaptic 

Excitation 

Individual PCs in the CA1 area display a wide range of sensitivity to input stimuli, allowing the 

population as a whole to represent a wider input range (Pouille et al. 2009). Feedforward inhibition, 

acting homogeneously across the PCs, rapidly adjusts their excitability to the strength of incoming 

afferent activity. As a result, the EPSGT is dynamic and increases with the strength of the input 

(Pouille et al. 2009). A previous computational study also suggests that a dynamic EPSGT is essential 

for the neuronal population to respond to a wide range of inputs. Such a dynamic EPSGT is also 

observed in somatosensory cortex (Pouille et al. 2009). In contrast to CA1 PCs, the EPSGT of 

individual GCs in the population is fixed and related to the input resistance of individual GCs but 

independent of threshold input strengths. Furthermore, mature, but not young, GCs have a high 

activation threshold due to low input resistance and strong GABAergic inhibition (Marín-Burgin et 

al. 2012). A higher threshold input strength accounts for the shift of activation curve to the right. 

Notably, the gain of individual GCs is much smaller than that of individual CA1 PCs recruited at 

weak input strength, thereby allowing each neuron in the population to respond over a wider range of 

input strengths. Therefore, unlike the CA1 PC model with a fixed EPSGT (Pouille et al. 2009), the 

population activation curve of the GCs is only slightly steeper than that of CA1 PC population. Taken 

together, shunting inhibition in the DG has a dual effect: it offsets GC I-O relationships and reduces 

neuronal gain during synaptic excitation (Mitchell and Silver 2003). 
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A Lack of Synaptic Input Normalization in the GC Population  

In striking contrast to the CA1 PC population, the amplitude of the EPSC needed to fire GCs is 

independent of the total number of active afferents. In other words, there is no synaptic input 

normalization for the GC population. What accounts for a fixed EPSGT? Compared with CA1 INs, 

soma-targeting INs and ML INs in the DG are more easily recruited by small input strengths. As a 

result, the number of these recruited INs may not increase with stimulus strength, thereby resulting 

in a fixed IPSGT over the range of input strengths. Since feedforward inhibition does not increase in 

proportion to the input strength, it cannot dynamically adjust the activation threshold for GCs to reach 

spike threshold. Therefore, the EPSGT does not vary with the strength of the input. 

We know that the intrinsic properties of GCs do not correlate with threshold input strengths (Fig. 

5 and Fig. 21 for rats and mice, respectively). Why do GCs display variable threshold input strengths? 

We found that the EPSGT, but not IPSGT, negatively correlates with the input resistance (Fig. 22). 

This is consistent with the notion that the GCs with similar resting membrane potentials but with 

lower input resistance require more excitatory currents to reach AP threshold. Interestingly, given that 

the input resistance of GCs does not change with the threshold input strength (Fig. 5), it suggests that 

GCs with lower input resistance may receive more profuse excitatory afferent innervation. 

Another intriguing question is: what are the distinct properties that determine GCs spiking? A 

small proportion of non-spiking GCs transformed into spiking cells after pharmacological of GABAA 
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receptor blockade. A detailed analysis of intrinsic properties, excitatory and inhibitory synaptic drives 

of these cells (‘NS→S cell’) revealed that they have a higher AP threshold and a higher I/E ratio than 

spiking GCs, suggesting that the I/E ratio is an important factor in setting the activation threshold of  

GCs (Fig. 23). 

Bidirectional Regulation of Spike Timing by GABAergic Conductance in the DG GCs  

Previous studies indicated that both phasic and tonic GABAergic inhibition can regulation the spike 

timing of principal neurons in different ways (Pouille and Scanziani 2001; Kwag and Paulsen 2009; 

Wlodarczyk et al. 2013). The GC activities are tightly controlled by GABAergic inhibition in the DG, 

which includes tonic and phasic inhibition, thus the spike timing of individual GCs triggered by 

cortical inputs may also be deeply affected by GABAergic conductance. After we analyzed the spike 

latency of GCs before and after the gabazine treatment, we found that reducing inhibition could 

shorten the spike latency and jitter when input strength remains the same as threshold input strength 

measured in control condition. However, when input strength was decreased to the threshold under 

gabazine application, the spike latency and jitter of GCs become increase compared to the control 

condition. (Fig. 24). 

Frequency-Tuned Distribution of Inhibition 

The complete removal of inhibition from the DG following silencing of GAD67+ INs results in an 

increase in pSpikes with variable degrees at different timing during θ-γ activity, reflecting frequency-
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tuned distribution of inhibition in the DG. Indeed, our recent study (Liu et al. 2014) shows that fast-

spiking INs, which are soma-targeting INs, and non-fast-spiking INs, which are dendrite-targeting 

INs (consisting of HICAP and HIPP cells), are differentially recruited by excitatory inputs and in turn 

provide exquisite spatiotemporal control over GC activity. Using paired recordings from INs and GCs, 

we show that inhibition in the DG is dominated by somatic GABAergic inputs during periods of 

sparse (0.2 Hz) presynaptic activity; whereas dendritic GABAergic inputs are rapidly shifted to 

powerful and sustained inhibition during periods of intense (30–90 Hz) presynaptic activity (Liu et 

al. 2014). Consistent with our previous findings, the change of GC population response following 

silencing of SST+ INs is minimal to single-pulse stimulation of the PP (Fig. 15D). Furthermore, the 

delayed recruitment of dendrite-targeting INs and enhanced dendritic inhibition during γ activity can 

also account for marked increases in the late pSpikes following the complete removal of inhibition 

by silencing GAD65+ INs (Fig. 18B, E). Notably, such frequency-tuned inhibition is cell type-

dependent and input pattern-dependent. Suppression mediated by PV+ INs at near-θ rhythm frequency 

is greater than that at γ-frequency (Fig. 18D). This is attributed to more reliable recruitment of PV+ 

INs and less depression of PV+ IN output synapses at 10 Hz compared with 30 Hz (Kraushaar and 

Jonas 2000; Ewell and Jones 2010). In contrast to PV+ INs, no difference in SST+ IN-mediated 

suppression is observed between 10 and 30 Hz. 

The increase in pSpikes following silencing of GAD65+ INs (approximately 2.4-fold) is similar 

to that following GABAAR blockade with gabazine (approximately 2.7-fold; Fig. 25), but is almost 
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2-fold greater than that following silencing of PV+ INs (Fig. 15). Various types of INs are identified 

in the DG (Freund and Buzsáki 1996; Hosp et al. 2014; Liu et al. 2014). In our experiments, HICAP 

and HIPP cells cannot be recruited by PP stimulation under the stimulating paradigm, suggesting that 

they are primarily targeted by the mossy fibers form GCs, commissural–associational (C/A) pathway 

from hilar mossy cells or other inputs and may serve as feedback inhibitors to GCs. Fig. 12 showed 

that MOPP cells and NGFCs are likely to participate in controlling the dynamic range of the GC 

population according to their threshold input strength and spike delay, but we did not have direct 

evidence to prove that these INs do affect GCs during PP stimulation. According to previous studies, 

both MOPP cells and NGFCs are considered as primary feedforward inhibitory interneurons in the 

DG (Armstrong et al. 2011; Li et al. 2013), and in this study we showed that probably half of the 

optogenetic silencing effects of GAD65+ INs originated from these ML INs (Fig. 15). Furthermore, 

an elegant study recently done in our lab performed that although ML INs could only be recruited in 

the initial phase of 10 Hz spike series by optogenetic activation of MPP, but these ML INs could 

instead be activated by C/A pathway during whole spike series (Hsu et al. 2015). These results 

indicated that ML INs not only serve as feedforward inhibitors but also play an important role in 

feedback inhibition in the DG. However, due to lack of specific biomarkers of MOPP cells and 

NGFCs, we could not specifically suppress these ML INs and studied their effects on I-O 

transformation of the GC population. Although both MOPP cells and NGFCs are likely to participate 

in controlling the dynamic range of the GC population, NGFCs may have a less effect than MOPP 
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cells on the onset of spike series due to their slower kinetics of synaptic release (Armstrong et al. 

2011), but may generate long-lasting GABAergic currents and play an important role during repetitive 

PP activation.  
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FIGURES AND TABLE 

 

Fig. 1 Calibration of cortical input strength 

(A) Schematic of recording configuration: a stimulation electrode (stim) was placed in the Sub to  

activate the PP fibers; two field recording electrodes (glass pipettes filled with ACSF) were placed in 

the GCL and in the ML to simultaneously detect the pSpike (left) and fEPSP (right) , respectively, in 

response to single pulse delivered to the PP at varying stimulus strengths. The pSpike was calculated 

by the area (in gray). The input strength is the slope of the fEPSP (fEPSPslope; red lines) elicited at 

any given stimulus intensity normalized to the fEPSPslope evoked at a stimulus intensity, which results 

in a pSpike of 95% of its maximal amplitude.  

(B) Top, the pSpike area is plotted against fEPSP slope for the experiment illustrated in (A). Bottom,  

the normalized pSpike area is plotted against input strength for the same experiment. Data are fit with 

a sigmoid function. Filled symbols correspond to the example traces in (A). 



 

59 
 

 

Fig. 2 Isolation of monosynaptic EPSCs and feedforward IPSCs 

(A) Simplified diagram of feedforward inhibitory circuits and recording configuration. Stimulation 

of the PP evokes monosynaptic excitation and disynaptic inhibition via GABAergic INs onto GCs. 

(B) Top traces, green trace: EPSC–IPSC sequence recorded in a GC V-clamped at -55 mV in     

response to PP stimulation. Orange trace: EPSC recorded at the reversal potential of the IPSC (EIPSC 

= -75 mV) and scaled to the initial slope of the EPSC–IPSC sequence. Black trace: Recording at -55 

mV in the presence of the ionotropic glutamate receptor antagonist kynurenic acid (2 mM), which 

abolishes the EPSC–IPSC sequence, indicating the disynaptic nature of the IPSC. Bottom trace, the 

feedforward IPSC (pale blue) was isolated by subtracting the scaled EPSC (orange) from the EPSC–

IPSC sequence (green). 
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Fig. 3 The granule cell (GC) population shows narrow dynamic range 

(A) Schematic of recording configuration: a stimulation electrode (stim) was placed in the subiculum 

(Sub) to activate the perforant path (PP); rec 1 represents loose-patch or cell-attached recording from 

a single GC; rec 2 represents field excitatory postsynaptic potential (fEPSP) recording in the 

molecular layer (ML). Example traces of action currents (left) recorded from a single GC in the cell-

attached configuration and fEPSP recordings (right) in response to PP stimulation at increasing 
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stimulus intensities (80–160 A, 100 s). Stimulus artifacts are truncated for clarity. 

(B) Spiking probability is plotted against input strength for a typical example of a GC (sigmoidal fit, 

dashed lines indicate the threshold input strength yielding 50% spiking probability). Filled symbols 

correspond to the example traces. 

(C) Black points stand for the activation curve of the GC population (the cumulative plot of input 

strengths evoking 50% spiking probability, n = 62/131). Gray sigmoids indicate the activation curves 

of the 62 individual GCs as plotted in (B). The pie chart shows the percentage of spiking (S) and non-

spiking (NS) GCs evoked by PP stimulation. 

(D) Magenta points stand for the activation curve of the CA1 PC population (the cumulative plot of 

input strengths evoking 50% spiking probability, n = 44/45). Gray sigmoids indicate the activation 

curves of the 44 individual CA1 PCs. 

(E) The cumulative activation curves of the spiking GC (black) and CA1 pyramidal cell (PC) 

(magenta) populations. Dashed lines indicate the input strengths recruiting 5% and 95% of each 

population.  

(F) The histograms show the distribution of threshold input strengths of GCs. 

(G) The distribution of threshold input strengths of CA1 PCs. 
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Fig. 4 The dynamic range and gain of individual cells are not significantly different between 

GC population and CA1 PC population 

(A) The bar graph shows the dynamic range of individual GCs and PCs (i.e., the ratio of the input 

strengths triggering spikes in the cell in 95% versus 5% of the trials; GC in gray, PC in magenta) 

plotted against threshold input strength. Error bars indicate s.e.m.. 

(B) Summary plot of the dynamic range of individual GCs and PCs (GC in gray, PC in magenta). 

Error bars indicate s.e.m.; ns indicates nonsignificance, p > 0.05. 

(C) The bar graph shows the gain of individual GCs and PCs (i.e., the slope of single cell activation 

curves; GC in gray, PC in magenta) plotted against threshold input strength. Error bars indicate s.e.m.. 
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 (G) Summary plot of the gain of individual GCs and PCs. Error bars indicate s.e.m. Numbers of 

cells are given in parentheses. Error bars indicate s.e.m.; ns indicates nonsignificance, p > 0.05. 
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Fig. 5 Intrinsic properties of spiking and non-spiking GCs from adolescent rats 

(A) Input resistance plotted against threshold input strength of GCs (n = 35).  

(B) Resting membrane potential (RMP) plotted against threshold input strength for the same set of 

GCs illustrated in (A).  

(C) Membrane plotted against threshold input strength for the same set of GCs illustrated in (A). 

The membrane τ was measured by fitting a single exponential to the late portion of the membrane 

potential relaxation from a step current injection of 100 pA.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           

(D) Threshold potential for spike generation (AP threshold) plotted against threshold input strength 

for the same set of GCs illustrated in (A). Spike threshold was determined for APs triggered by a 100–
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200 pA square current pulse. Spike threshold was defined as the potential of the membrane at the time 

at which the first-derivative of the membrane potential exceeded 50 mV/ms. 

(E–H) Comparisons of input resistance, RMP, membraneand AP threshold between S and NS GCs. 

Error bars indicate s.e.m. * and ns indicate p < 0.05 and nonsignificance, respectively. 
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Fig. 6 Threshold excitatory inputs show no difference in GCs recruited at weak input or strong 

input 

(A) Schematic of recording configuration. Top traces, example responses of two GCs simultaneously 

or sequentially recorded in loose patch to PP stimulation at threshold input strength (5 superimposed 

sweeps; successes are shown in black, failures in gray). The left GC was recruited at a weaker 

stimulus (threshold input strength = 0.3) than the right GC (threshold input strength = 0.7). Synaptic 

currents were subsequently measured by whole-cell recordings in individual cells. Bottom traces, the 

representative traces of threshold excitatory postsynaptic current (EPSCTs; orange; i.e., EPSCs 

recorded at threshold input strength, average of 10 to 15 sweeps) recorded from the same cells voltage 

clamped at -75 mV.  
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(B) Summary plot of EPSGT (n = 47) versus threshold input strength. Error bars indicate s.e.m. 

Numbers of GCs within the same threshold input strength range are shown on the top of each bar.  

(C) Plot of EPSGT of GCs recruited at weak input strength (Weak input EPSGT) against EPSGT of 

GCs recruited at strong input strength (Strong input EPSGT; open circles, individual data; filled circle, 

average of all data; dashed line indicates the unity line). Error bars indicate s.e.m.  
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Fig. 7 The EPSGTs are larger in CA1 PCs recruited at stronger input strength 

(A) Schematic of recording configuration: a stimulation electrode (stim) was placed in the stratum 

radiatum of the CA1 region to activate Schaffer collaterals (SCs) from the hippocampal CA3 region; 

a field recording electrode (rec 1) was placed in the stratum radiatum to monitor the fEPSP; a cell-

attached recording (rec 2) was made from a PC. Example traces of action currents (right, 5 

consecutive sweeps) in the cell-attached configuration recorded from a PC and fEPSPs (left) in field 

recordings in response to SC stimulation at three different stimulus intensities. 

(B) Summary plot of EPSGT (n = 26) against input strength at threshold. Black line indicates the 

linear fit to the data. Error bars indicate s.e.m. 
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Fig. 8 Threshold inhibitory inputs to the GCs recruited at weak input are similar to the GCs 

recruited at strong input 

(A) Schematic of recording configuration. Top traces, example responses of two GCs simultaneously 

or sequentially recorded in loose patch to PP stimulation at threshold input strength (5 superimposed 

sweeps; successes are shown in black, failures in gray). The left GC was recruited at a weaker 

stimulus (threshold input strength = 0.3) than the right GC (threshold input strength = 0.7). Synaptic 

currents were subsequently measured by whole-cell recordings in individual cells. Bottom traces, the 

representative traces of concomitantly evoked feedforward/feedback threshold inhibitory 

postsynaptic current (IPSCT) recorded at -55 mV from the same cells (blue; isolated by subtraction 

from average of 10 to 15 sweeps).  



 

70 
 

(B) Summary plot of IPSGT (n = 39) against threshold input strength. Error bars indicate s.e.m. 

Numbers of GCs within the same threshold input strength range are shown on the top of each bar. 

(C) Plot of IPSGT of GCs recruited at weak input strength (Weak input IPSGT) against IPSGT of GCs 

recruited at strong input strength (Strong input IPSGT; open circles, individual data; filled circle, 

average of all data; dashed line indicates the unity line). Error bars indicate s.e.m.  
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Fig. 9 Similar inhibition-to-excitation ratios in all recruited mature GCs 

(A) Plot of IPSGT against EPSGT (n = 35, black line is the linear regression fit of the data). 

(B) Plot of IPSGT/EPSGT ratio versus threshold input strength (n = 35, black line is the linear 

regression fit of the data). 
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Fig. 10 GABAA conductance restricts the dynamic range of the GC population 

(A) Top traces represent cell-attached recordings from a single GC in response to threshold PP 

stimulation (5 superimposed sweeps). Bottom traces represent voltage-clamp recordings from the 

same neuron; the EPSC (orange, average of 10 sweeps) was recorded at -75 mV and the concomitant 

IPSC (blue, isolated by subtraction from average of 10 sweeps) was recorded at -55 mV. The left 

vertical dashed line indicates the onset of the IPSC and the right indicates the average spike timing 
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of the example GC. Bottom, summary of 37 experiments. The filled symbol represents the mean t. 

Note that the GABAergic inhibition arrives before spike initiation in all recorded GCs.  

(B) Spiking probability for one GC plotted against input strength before (black) and after (red) 

gabazine treatment (sigmoidal fit). Inset, loose-patch recording at 0.3 input strength before (black) 

and after (red) gabazine treatment, 5 consecutive sweeps for each condition. Filled symbols 

correspond to the example traces.  

(C) Bar graph shows that gabazine treatment decreased the threshold input strength of spiking GCs. 

Gray and red bars show the average threshold input strength from GCs (n = 10) before and after 

gabazine treatment, respectively. Error bars indicate s.e.m. **p < 0.01. 

(D) Continuous sigmoids indicate the spiking probability of the spiking GCs (n = 10) plotted against 

input strength after gabazine treatment. Dashed sigmoids indicate the spiking probability of the 

spiking GCs (n = 10), which were non-spiking GCs before gabazine treatment. 

(E) Population activation curves in control conditions (black, data from Fig. 3C) and in gabazine (red, 

n = 42). Dashed lines demonstrate input strengths recruiting 5% and 95% of each population. The pie 

charts show the percentage of spiking (S) and non-spiking (NS) GCs under PP stimulation before 

(top) and after gabazine treatment (bottom), respectively. 

(F) The histograms show the distribution of GCs with different threshold input strengths in control 

conditions. 

(G) The histograms show the distribution of GCs with different threshold input strengths in gabazine 
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(red). Note that the distribution of threshold input strength shows two subpopulations after gabazine 

treatment. 
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Fig. 11 The dynamic range and gain of individual GCs are also modulated by GABAergic 

inhibition 

(A) The bar graph shows the dynamic range of individual GCs in the control condition and in gabazine 

(gray, control; red, gabazine) plotted against threshold input strength. Error bars indicate s.e.m. 

(B) Summary plot of the dynamic range of individual GCs in the control condition (gray) and in 

gabazine (red). Error bars indicate s.e.m.; ** indicates p < 0.01. 

(C) The bar graph shows the gain of individual GCs in control conditions and in gabazine (gray, 

control; red, gabazine) plotted against threshold input strength. Error bars indicate s.e.m. 
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 (D) Summary plot of the gain of individual GCs in control conditions (gray) and in gabazine (red). 

Error bars indicate s.e.m.; ** indicates p < 0.01. 
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Fig. 12 Regulation of the GC population dynamic range by somatic interneuron (INs) and ML 

INs  

(A-H) Reconstruction (top), spiking pattern (middle), and cell-attached recording traces (bottom) 

from eight representative cells. From left to right: (A) GC, which displayed GC morphology; (B) 

Basket cell (BC), which showed fast spiking firing properties (> 150 Hz) and had characteristically 

basket-like dense axonal arborization (pink) within the granule cell layer (GCL); (C) Axo-axonic cell 

(AAC), which also show fast spiking firing patterns but projected its axons (pink) in a parallel manner 

into the granule cell layer (GCL); (D) hilar PP–associated (HIPP) cell, which had the axonal 

distribution in the PP terminal field (pale blue); (E) hilar commissural–associational (HICAP) cell, 

which had the main axonal innervation (pale blue) in the inner molecular layer (pale yellow); (F) total 

molecular layer (TML) cell, which had the axonal innervation (pale blue) in both inner molecular 

layer (pale yellow) and outer molecular layer; (G) ML PP–associated (MOPP) cell, which had soma 

in the ML and dense axonal arborization (brown) in the ML; (H) neurogliaform cell (NGFC), which 

had soma and small dendritic trees in the ML and axonal innervation covering the outer-third and 

middle-third of the ML (blue). Somata and dendrites are indicated in black. Dashed lines mark the 

margins of the hilus, GCL, and ML from bottom to top. BCs and AACs exhibited a fast-spiking firing 

pattern; HIPP, HICAP, TML, and MOPP cells displayed non-fast spiking patterns; NGFCs exhibited 

a late-firing pattern. Cell-attached recordings show spikes, detected as action currents (5 

superimposed sweeps), evoked at threshold input strength of each neuron. Note that HIPP (n = 6), 
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HICAP (n = 7), and two of TML (n=2/4) cells cannot be recruited by the maximal input strength. 

(I) Spike delay in response to PP stimulation delivered at 0.5 input strength in GCs (black, n = 18), 

BCs/AACs (pink, n = 14), MOPP cells (brown, n = 7), and NGFCs (blue, n = 9). 

(J) Population activation curves for BCs/AACs (square, n = 14), MOPP cells (triangle, n = 7), NGFC 

cells (inverted triangle, n = 10), TML cells (diamond, n=2/4), and GCs (circle, n = 62, from Fig. 3C). 

The gray line represents the data from GCs in gabazine. 
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Fig. 13 Expression patterns of eNpHR3.0-eYFP in the ventral DG in cre-expressing mice  

(A) Schematic of a mouse brain injected with an AAV5 carrying EF1-DIO-eNpHR3.0-eYFP into 

the ventral hippocampal DG.  

(B) Left to right, two-photon image stacks of the ventral DG from Gad65-, Pvalb-, and Sst-cre mice 

6 weeks after virus injection. Note that the green fluorescent signals were observed in all layers of 

the DG in Gad65-cre mice, but mostly detected in the GCL of Pvalb-cre mice and in the ML and 

hilus of Sst-cre mice. 
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Fig. 14 Expression of eNpHR can selectively silence specific types of INs in DG 

(A) Schematic of recording configuration: a stimulation electrode was placed in the Sub to activate 

the PP; an eNpHR-eYFP positive IN was whole-cell patch clamped by a recording electrode. The 

amber light was delivered through the microscope objective during PP stimulation. 

(B) Firing patterns of a PV-eNpHR+ IN evoked by current pulse injection.  

(C) Light evoked currents were recorded in a PV-eNpHR+ IN at five different light intersities. Orange 
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bars in (C,D, E,G,H,I) indicate the duration of light. 

(D) Example spikes evoked by current pulse injection as in (B) in a PV-eNpHR+ IN in the presence 

of optogenetic silencing. 

(E) The spike evoked by PP stimulation at plateau intensity in a PV-eNpHR+ IN could be inhibited 

by light.  

(F) Firing patterns of a SST-eNpHR+ IN evoked by current pulse injection.  

(G) Light evoked currents were recorded in a SST-eNpHR+ IN at five different light intersities.  

(H) Example spikes evoked by current pulse injection as in (F) in a SST-eNpHR+ IN in the presence 

of optogenetic silencing. 

(I) The spike evoked by PP stimulation at plateau intensity in a SST-eNpHR+ IN could be inhibited 

by light.  
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Fig. 15 Parvalbumin-expressing (PV+) INs regulate GC input-output (I-O) transformations  

(A) Schematic of recording configuration: a stimulation electrode was placed in the Sub to activate 

the PP; a field recording electrode was placed in the GCL to monitor the population spike (pSpike). 

The amber light was delivered through the microscope objective during PP stimulation. 

(B) Top, field recordings of pSpikes (denoted by the downward deflection) from the GCL in control 

conditions (black, left) or under light stimulation (-GAD65; green, right) at three different stimulus 

intensities in Gad65-cre mouse. Bottom, the pSpike area is plotted against stimulus intensity under 

control conditions (black) or under light stimulation (green) in Gad65-cre mice (sigmoidal fit to the 

data-points). Note the pSpike is greatly increased during light stimulation at all stimulus intensities. 

Error bars indicate s.e.m. ***p < 0.001 

(C) Top, the same experimental configuration as in (B) was used for Pvalb-cre mice. Bottom, the 

pSpike area is plotted against stimulus intensity under control conditions (black) and under light 

stimulation (pink) in Pvalb-cre mice. *p < 0.05. 
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(D) Top, the same experimental configuration as in (B) was used for Sst-cre mice. Bottom, the area 

of the pSpike is plotted against stimulus intensity under control conditions (black) or under light 

stimulation in Sst-cre mice (pale blue). Note the pSpike during light stimulation was the same as that 

in control conditions at any given stimulus intensity in Sst-cre mice. ns indicates nonsignificance. 
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Fig. 16 The lack of effect of silencing SST+ INs on DG pSpike is not due to poor expression 

efficiency of NpHR-eYFP 

(A) Confocal image stacks of the ventral DG from Gad65-(top) and Sst-cre/Ai14(bottom) mice 6 

weeks after virus injection. Scale bar, 100 m. 

(B) The expression efficiency of NpHR-eYFP in Gad65-(top) and Sst-cre/Ai14(bottom) mice.  

(C) The pSpike area is plotted against stimulus intensity under control conditions (black) or under 

light stimulation (green) in Gad65-cre/Ai14 mice (sigmoidal fit to the data-points). Note the pSpike 

is greatly increased during light stimulation at all stimulus intensities.  

(D) The area of the pSpike is plotted against stimulus intensity under control conditions (black) or 

under light stimulation in Sst-cre/Ai14 mice (pale blue). Note the pSpike during light stimulation was 

the same as that in control conditions at any given stimulus intensity in Sst-cre/Ai14 mice. 
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Fig. 17 Silencing of PV+ INs, but not SST+ INs, expands the dynamic range of the GC population  

(A) Cell-attached recordings from a single GC before (black, left) during light stimulation (green, 

right) at threshold input strength in Gad65-cre mouse. Summary plot of threshold input strengths 

from GCs (n = 10) without and with light stimulation in Gad65-cre mice, respectively. Bars represent 

mean values; circles connected by lines represent data from the same experiment. Error bars indicate 

s.e.m. **p < 0.01. 

(B) Gray continuous sigmoids indicate the spiking probability of the spiking GCs (n = 10) in control 
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conditions. Green continuous and dashed sigmoids indicate the spiking probability of the spiking GCs 

(n = 10) and GCs, which are NS in control conditions (n = 9), respectively, during light stimulation.  

(C) Activation curves in control conditions (black, n = 41) and under light stimulation (green, n = 19). 

Dashed lines indicate input strengths recruiting 5% and 95% of the GC population. Note that silencing 

of GAD65+ INs expanded the dynamic range of the GC population. 

(D) Cell-attached recordings from a single GC before (black, left) and during light stimulation (pink, 

right) at threshold input strength in Pvalb-cre mouse. Summary plot of threshold input strengths from 

GCs (n = 12) with and without light stimulation in Pvalb-cre mice, respectively. Error bars indicate 

s.e.m. Note that optogenetic silencing of PV+ INs decreased the threshold input strength of spiking 

GCs. 

(E) Gray continuous sigmoids indicate the spiking probability of the spiking GCs (n = 12) without 

light stimulation. Pink continuous and dashed sigmoids indicate the spiking probability of the spiking 

GCs (n = 12) and non-spiking GCs (n = 6), respectively, with light stimulation.  

(F) Activation curves in control conditions (black, n = 41) and under light stimulation (pink, n = 20).  

(G) Cell-attached recordings from a single GC before (black, left) and during light stimulation (pale 

blue, right) at threshold input strength in Sst-cre mouse. Pale blue and black bars show the threshold 

input strengths from GCs (n = 19) with and without light stimulation in Sst-cre mice, respectively. 

Error bars indicate s.e.m. Note that silencing SST+ INs did not change the threshold input strength of 

recruited GCs. 
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(H) Gray sigmoids indicate the spiking probability of GCs (n = 19) which could be recruited without 

light stimulation. Pale blue sigmoids indicate the spiking probability of GCs (n = 19) with light 

stimulation.  

(I) Activation curves before (black, n = 41) and during light stimulation (pale blue, n = 20). 
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Fig. 18 PV+ and SST+ INs differentially regulate the pSpike series in the GC population 

(A) From top to bottom, pSpikes were evoked by PP stimulation at 10-Hz trains before (black) and 

after silencing of GAD65+ (-GAD65, green), PV+ (-PV, pink), and SST+ (-SST, pale blue) neurons. 

Plateau stimulation intensity was used to evoke maximal pSpikes. Amber light was illuminated during 

trains. The insets show the enlargement of the traces in the square. (B) From top to bottom, pSpikes 

were evoked by PP stimulation at 30-Hz (right) trains before (black) and after silencing of GAD65+ 

(-GAD65, green), PV+ (-PV, pink), and SST+ (-SST, pale blue) neurons. Plateau stimulation intensity 

was used to evoke maximal pSpikes. Amber light was illuminated during trains. The insets show the 

enlargement of the traces in the square. 

(C–E) Summary plots of GAD65+, PV+, and SST+ IN-mediated suppression versus stimulus number. 

IN-mediated suppression (%) is quantified by 100 × (pSpike-IN - pSpikeControl)/pSpike-IN. We used 
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two-way repeated-measures ANOVA to compare 10 Hz versus 30 Hz across multiple stimulus 

numbers; post hoc Bonferroni’s test was used to test the significance between 10 Hz and 30 Hz at 

each stimulus number. 
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Fig. 19 PV+ and SST+ INs differentially regulate the pSpike series in the individual GCs  

(A) From left to right, whole-cell current-clamp recordings from GCs in response to PP stimulation 

at near-threshold strength before (top, black) and after optogenetic silencing of GAD65+ (green), PV+ 

(pink) and SST+ (pale blue) INs. 

(B) Summary plot of Δspiking probability in GCs against stimulus number following silencing of 

GAD65+ (green), PV+ (pink) and SST+ (pale blue) INs. 
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Fig. 20 Calibration of cortical input strength from different recording sites in the same slice 

(A) Schematic of recording configuration: Left, a stimulation electrode (stim) was placed in the Sub 

to activate the PP fibers; two field recording electrodes were placed in the GCL and in the ML to 
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simultaneously detect the pSpike and fEPSP in response to single pulse delivered to the PP at varying 

stimulus strengths. After calibration, the two recording electrodes were simultaneously moved to the 

other recording sites (middle and right) for comparing the effects of calibrations. 

(B) The pSpike area is plotted against fEPSP slope for the experiment illustrated in (A) at three 

indicated recording sites. Data are fit with a sigmoid function. 

(C) The normalized pSpike area is plotted against input strength for the same experiments as in (B). 

Data are fit with a sigmoid function. 

(D) The fitting curves in (C) at three different recording sites are merged together in the same plot. 
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Fig. 21 Intrinsic properties of spiking and non-spiking GCs from adult mice 

(A) Input resistance plotted against threshold input strength of GCs (n = 33).  

(B) RMP plotted against threshold input strength for the same set of GCs illustrated in (A).  

(C) Membrane plotted against threshold input strength for the same set of GCs illustrated in (A). 

The membrane τ was measured by fitting a single exponential to the late portion of the membrane 

potential relaxation from a step current injection of 100 pA. 

(D) AP threshold plotted against threshold input strength for the same set of GCs illustrated in (A). 

Spike threshold was determined for APs triggered by a 100–200 pA square current pulse. Spike 

threshold was defined as the potential of the membrane at the time at which the first-derivative of the 
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membrane potential exceeded 50 mV/ms. 

(E–H) Comparisons of input resistance, RMP, membraneand AP threshold between S and NS GCs. 

Error bars indicate s.e.m. * and ns indicate p < 0.05 and nonsignificance, respectively. 
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Fig. 22 EPSGT negatively correlates with GC input resistance 

(A) EPSGT is plotted against input resistance for spiking GCs (n = 32).  

(B) IPSGT plotted against input resistance for spiking GCs (n = 30). 

(C) The ratio of IPSGT to EPSGT plotted against input resistance for spiking GCs (n = 30). 

(D) EPSG at 0.5 input strength is plotted against input resistance for non-spiking GCs (n = 12). 

(E) IPSG at 0.5 input strength plotted against input resistance for non-spiking GCs (n = 11). 

(F) The ratio of IPSG to EPSG at 0.5 input strength plotted against input resistance for non-spiking 

GCs (n = 11). Note some of non-spiking GCs had high input resistance, indicating non-mature GCs. 
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Fig. 23 Comparison of functional properties between spiking (S) GCs and NS→S GCs, which 

transformed into spiking GCs after gabazine treatment 

(A) Summary of threshold input strength (n = 10 for S, n = 10 for NS→S). ** indicates p < 0.01. 

(B) Summary of EPSGT (n = 3 for S, n = 5 for NS→S). ns indicates nonsignificance. 

(C) Summary of input resistance (n = 10 for S, n = 10 for NS→S). ns indicates nonsignificance. 

(D) Summary of RMP (n = 9 for S, n = 10 for NS→S). ns indicates nonsignificance. 

(E) Summary of membrane  (n = 9 for S, n = 10 for NS→S). ns indicates nonsignificance. 

(F) Summary of AP threshold (n = 9 for S, n = 10 for NS→S). * indicates p < 0.05. 

(G) I/E ratio of spiking (S) GCs (n = 35) versus non-spiking (NS) GCs (n = 12), which spiked in 

response to PP stimulation after addition of gabazine. Note that I/E ratios were measured before 

gabazine treatment. Error bars indicate s.e.m. * indicate p < 0.05. 
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Fig. 24 GABAergic inhibition regulates spike latency in GCs 

(A) Comparisons of GC spike latency at threshold stimulation in control conditions (Control
TC

, gray), 

in gabazine (Gabazine
TC

, red), and spike latency stimulated at threshold measured in gabazine 

(Gabazine
TG

, red). Error bars indicate s.e.m. * indicates p < 0.05, ** indicates p < 0.01. 
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Fig. 25 The GC input-output (I-O) transformations in optogenetic silencing of GAD65+ INs are 

comparable to that in gabazine 

(A) Field recordings of pSpikes from the GCL in control conditions (black, left), under light 

stimulation (-GAD65; green, middle), and in gabazine (red, right) at two different stimulus intensities 

in Gad65-cre mouse.  

(B) The pSpike area is plotted against stimulus intensity in control conditions (black), under light 

stimulation (green), and in gabazine in the same slice as in (A) (sigmoidal fit to the data-points).  

(C) Summary of the pSpike area plotted against stimulus intensity. Note the pSpike is greatly 

increased during light stimulation and gabazine treatment at all stimulus intensities. Error bars 

indicate s.e.m. ***p < 0.001 
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